
NATIONAL QUALITY FORUM—Measure Testing (subcriteria 2a2, 2b2-2b7)

Measure Number (if previously endorsed): 0418/3132
Measure Title:  Preventive Care and Screening: Screening for Depression and Follow-Up Plan
Date of Submission:  12/9/2016
Type of Measure:
	☐ Outcome (including PRO-PM)
	☐ Composite – STOP – use composite testing form

	☐ Intermediate Clinical Outcome
	☐ Cost/resource

	☒ Process
	☐ Efficiency

	☐ Structure
	



	Instructions
· Measures must be tested for all the data sources and levels of analyses that are specified. If there is more than one set of data specifications or more than one level of analysis, contact NQF staff about how to present all the testing information in one form.
· For all measures, sections 1, 2a2, 2b2, 2b3, and 2b5 must be completed.
· For outcome and resource use measures, section 2b4 also must be completed.
· If specified for multiple data sources/sets of specificaitons (e.g., claims and EHRs), section 2b6 also must be completed.
· Respond to all questions as instructed with answers immediately following the question. All information on testing to demonstrate meeting the subcriteria for reliability (2a2) and validity (2b2-2b6) must be in this form. An appendix for supplemental materials may be submitted, but there is no guarantee it will be reviewed.
· If you are unable to check a box, please highlight or shade the box for your response.
· Maximum of 20 pages (incuding questions/instructions; minimum font size 11 pt; do not change margins). Contact NQF staff if more pages are needed.
· Contact NQF staff regarding questions. Check for resources at Submitting Standards webpage.
· For information on the most updated guidance on how to address sociodemographic variables and testing in this form refer to the release notes for version 6.6 of the Measure Testing Attachment.



	Note: The information provided in this form is intended to aid the Steering Committee and other stakeholders in understanding to what degree the testing results for this measure meet NQF’s evaluation criteria for testing.

2a2. Reliability testing 10 demonstrates the measure data elements are repeatable, producing the same results a high proportion of the time when assessed in the same population in the same time period and/or that the measure score is precise. For PRO-PMs and composite performance measures, reliability should be demonstrated for the computed performance score.

2b2. Validity testing 11 demonstrates that the measure data elements are correct and/or the measure score correctly reflects the quality of care provided, adequately identifying differences in quality.  For PRO-PMs and composite performance measures, validity should be demonstrated for the computed performance score.
[bookmark: _Toc256067249]
2b3. Exclusions are supported by the clinical evidence; otherwise, they are supported by evidence of sufficient frequency of occurrence so that results are distorted without the exclusion; 12
AND 
If patient preference (e.g., informed decisionmaking) is a basis for exclusion, there must be evidence that the exclusion impacts performance on the measure; in such cases, the measure must be specified so that the information about patient preference and the effect on the measure is transparent (e.g., numerator category computed separately, denominator exclusion category computed separately). 13

[bookmark: _Toc256067250]2b4. For outcome measures and other measures when indicated (e.g., resource use): 
· an evidence-based risk-adjustment strategy (e.g., risk models, risk stratification) is specified; is based on patient factors (including clinical and sociodemographic factors) that influence the measured outcome and are present at start of care; 14,15 and has demonstrated adequate discrimination and calibration
OR
· rationale/data support no risk adjustment/ stratification. 

2b5. Data analysis of computed measure scores demonstrates that methods for scoring and analysis of the specified measure allow for identification of statistically significant and practically/clinically meaningful 16 differences in performance;
OR
there is evidence of overall less-than-optimal performance. 

2b6. If multiple data sources/methods are specified, there is demonstration they produce comparable results.

2b7. For eMeasures, composites, and PRO-PMs (or other measures susceptible to missing data), analyses identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias.

Notes
[bookmark: Note8][bookmark: Note9][bookmark: Note10]10. Reliability testing applies to both the data elements and computed measure score. Examples of reliability testing for data elements include, but are not limited to: inter-rater/abstractor or intra-rater/abstractor studies; internal consistency for multi-item scales; test-retest for survey items. Reliability testing of the measure score addresses precision of measurement (e.g., signal-to-noise).
[bookmark: Note11]11. Validity testing applies to both the data elements and computed measure score. Validity testing of data elements typically analyzes agreement with another authoritative source of the same information. Examples of validity testing of the measure score include, but are not limited to: testing hypotheses that the measures scores indicate quality of care, e.g., measure scores are different for groups known to have differences in quality assessed by another valid quality measure or method; correlation of measure scores with another valid indicator of quality for the specific topic; or relationship to conceptually related measures (e.g., scores on process measures to scores on outcome measures).  Face validity of the measure score as a quality indicator may be adequate if accomplished through a systematic and transparent process, by identified experts, and explicitly addresses whether performance scores resulting from the measure as specified can be used to distinguish good from poor quality.
[bookmark: Note12]12. Examples of evidence that an exclusion distorts measure results include, but are not limited to: frequency of occurrence, variability of exclusions across providers, and sensitivity analyses with and without the exclusion.  
[bookmark: Note13]13. Patient preference is not a clinical exception to eligibility and can be influenced by provider interventions.
[bookmark: Note14][bookmark: Note15]14. Risk factors that influence outcomes should not be specified as exclusions
[bookmark: Note16]15. With large enough sample sizes, small differences that are statistically significant may or may not be practically or clinically meaningful. The substantive question may be, for example, whether a statistically significant difference of one percentage point in the percentage of patients who received  smoking cessation counseling (e.g., 74 percent v. 75 percent) is clinically meaningful; or whether a statistically significant difference of $25 in cost for an episode of care (e.g., $5,000 v. $5,025) is practically meaningful. Measures with overall less-than-optimal performance may not demonstrate much variability across providers.




1. DATA/SAMPLE USED FOR ALL TESTING OF THIS MEASURE
Often the same data are used for all aspects of measure testing. In an effort to eliminate duplication, the first five questions apply to all measure testing. If there are differences by aspect of testing,(e.g., reliability vs. validity) be sure to indicate the specific differences in question 1.7. 

1.1. What type of data was used for testing? (Check all the sources of data identified in the measure specifications and data used for testing the measure. Testing must be provided for all the sources of data specified and intended for measure implementation. If different data sources are used for the numerator and denominator, indicate N [numerator] or D [denominator] after the checkbox.)
	Measure Specified to Use Data From:
(must be consistent with data sources entered in S.23)
	Measure Tested with Data From:

	☐ abstracted from paper record
	☐ abstracted from paper record

	☐ administrative claims
	☐ administrative claims

	☐ clinical database/registry
	☐ clinical database/registry

	☐ abstracted from electronic health record
	☐ abstracted from electronic health record

	☒ eMeasure (HQMF) implemented in EHRs
	☒ eMeasure (HQMF) implemented in EHRs

	☒ other:  Bonnie testing results
	☒ other:  Bonnie testing results


     
1.2. If an existing dataset was used, identify the specific dataset (the dataset used for testing must be consistent with the measure specifications for target population and healthcare entities being measured; e.g., Medicare Part A claims, Medicaid claims, other commercial insurance, nursing home MDS, home health OASIS, clinical registry).   

No existing dataset was used.

1.3. What are the dates of the data used in testing? 

We tested the measure using electronic health record data from two practices for encounters from 1/1/2015 to 12/31/2015.

1.4. What levels of analysis were tested? (testing must be provided for all the levels specified and intended for measure implementation, e.g., individual clinician, hospital, health plan)
	Measure Specified to Measure Performance of:
(must be consistent with levels entered in item S.26)
	Measure Tested at Level of:

	☒ individual clinician
	☒ individual clinician

	☒ group/practice
	☒ group/practice

	☐ hospital/facility/agency
	☐ hospital/facility/agency

	☐ health plan
	☐ health plan

	☐ other:  Click here to describe
	☐ other:  Click here to describe



1.5. How many and which measured entities were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of measured entities included in the analysis (e.g., size, location, type); if a sample was used, describe how entities were selected for inclusion in the sample) 

We recruited a primary care practice and a pediatrics practice in Pennsylvania that had the ability to report the measure and used two different EHR systems. Combined, the data from these two sites reflect 57 eligible professionals (EPs), each with an average of 953 patients.

	Practice
	Specialty
	EHR Vendor
	# of Providers
	# Patients 

	A
	Primary care
	GE Centricity 12.0
	53
	52,961

	B
	Pediatrics
	Medent 22.0
	4
	1,388




1.6. How many and which patients were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of patients included in the analysis (e.g., age, sex, race, diagnosis); if a sample was used, describe how patients were selected for inclusion in the sample) 

As shown in the previous section, two  practices provided an extract of their EHR data containing encounter-level data for 54,349 eligible patients. The table below displays the distribution of patients across practices by sex, age strata, race, and ethnicity for the full EHR extract for each of the two sites.
	
	Practice A
	Practice B
	Total

	Age
	
	
	

	12-17
	870
	1,087
	1,957 (3.6%)

	18-64
	35,505
	301
	35,806 (65.9%)

	65+
	16,586
	0 
	16,586 (30.5%)

	Sex
	
	
	

	Male
	24,342
	711
	25,053 (46.1%)

	Female
	28,605
	677
	29,282 (53.9%)

	Unknown
	14
	0
	14 (0%)

	Race
	
	
	

	American Indian/Alaska Native
	-
	-
	13 (0%)

	Asian
	-
	-
	327 (0.6%)

	Black
	342
	101
	443 (0.8%)

	Native Hawaiian or Pacific Islander
	-
	-
	38 (0.1%)

	White
	46,927
	1,248
	48,175 (88.6%)

	Multiracial
	-
	-
	18 (0.0%)

	Unknown
	5,322
	13
	5,335 (9.8%)

	Ethnicity
	
	
	

	Hispanic or Latino
	339
	15
	354 (0.7%)

	Not Hispanic or Latino
	49,073
	1,353
	50,426 (92.8%)

	Unknown
	3,549
	20
	3,569 (6.6%)


Results where value is less than or equal to 11 are not shown.

1.7. If there are differences in the data or sample used for different aspects of testing (e.g., reliability, validity, exclusions, risk adjustment), identify how the data or sample are different for each aspect of testing reported below.

EP performance scores and performance score reliability relied on data from all patients contained within the data extracted from the two sites’ EHRs. We also conducted a systematic assessment of face validity, and supplement our findings with Bonnie testing results.

1.8 What were the patient-level sociodemographic (SDS) variables that were available and analyzed in the data or sample used? For example, patient-reported data (e.g., income, education, language), proxy variables when SDS data are not collected from each patient (e.g. census tract), or patient community characteristics (e.g. percent vacant housing, crime rate). 

We aggregated performance scores calculated using EHR data by race, ethnicity, sex, and age to look for disparities. EHR data do not include information about income or other sociodemographic information. ________________________________
2a2. RELIABILITY TESTING 
Note: If accuracy/correctness (validity) of data elements was empirically tested, separate reliability testing of data elements is not required – in 2a2.1 check critical data elements; in 2a2.2 enter “see section 2b2 for validity testing of data elements”; and skip 2a2.3 and 2a2.4.

2a2.1. What level of reliability testing was conducted? (may be one or both levels)
☐ Critical data elements used in the measure (e.g., inter-abstractor reliability; data element reliability must address ALL critical data elements)
☒ Performance measure score (e.g., signal-to-noise analysis)

2a2.2. For each level checked above, describe the method of reliability testing and what it tests (describe the steps―do not just name a method; what type of error does it test; what statistical analysis was used)

We calculated reliability using a widely accepted method that is outlined in J.L. Adams’ (2009) technical report titled “The Reliability of Provider Profiling: A Tutorial.” In this context, reliability represents a measure’s ability to confidently distinguish the performance of one physician from another. As discussed in the report, “Conceptually, [this method assesses] the ratio of signal to noise. The signal in this case is the proportion of variability in measured performance that can be explained by real differences in performance. There are 3 main drivers of reliability; sample size, differences between physicians, and measurement error.” In this method, reliability scores vary from 0.0 to 1.0, with a score of zero indicating that all variation is attributable to measurement error (noise, or variation across patients within providers), whereas a reliability of 1.0 implies that all variation is caused by real difference in performance across accountable entities. Although, there is not a clear cut-off for minimum reliability level, values above 0.7 are considered sufficient to see differences between physicians (or practices) and the mean, and values above 0.9 are considered sufficient to see differences between individual physicians or practices.

Adams, J.L. (2009). The reliability of provider profiling: A tutorial (TR-653-NCQA). Santa Monica, CA: RAND Corporation. Retrieved November 14, 2016, from http://www.rand.org/pubs/technical_reports/TR653.html

2a2.3. For each level of testing checked above, what were the statistical results from reliability testing?  (e.g., percent agreement and kappa for the critical data elements; distribution of reliability statistics from a signal-to-noise analysis)

Performance measure score reliability (data combined across two sites):

	Data source
	Number of providers
	Between-provider variance
	Reliability mean
	Reliability median
	Reliability 
Std dev
	Reliability min/max

	EHR
	52
	.028
	0.984
	0.995
	0.045
	0.724 – 1.000


Note: Four providers were dropped from the reliability analysis who had 20 or fewer eligible patients.

2a2.4 What is your interpretation of the results in terms of demonstrating reliability? (i.e., what do the results mean and what are the norms for the test conducted?)

With average reliability score of 0.98, this measure demonstrates a high level of reliability to detect real difference in performance scores. 
_________________________________
2b2. VALIDITY TESTING 
2b2.1. What level of validity testing was conducted? (may be one or both levels)
☒ Critical data elements (data element validity must address ALL critical data elements)
☒ Performance measure score
☐ Empirical validity testing
☒ Systematic assessment of face validity of performance measure score as an indicator of quality or resource use (i.e., is an accurate reflection of performance on quality or resource use and can distinguish good from poor performance)


2b2.2. For each level of testing checked above, describe the method of validity testing and what it tests (describe the steps―do not just name a method; what was tested, e.g., accuracy of data elements compared to authoritative source, relationship to another measure as expected; what statistical analysis was used)

Critical data elements (Bonnie testing):

We created a test deck consisting of 22 synthetic patient records  to assess validity of the measure logic.

Sytematic assessment of face validity:

We surveyed 12 clinicians eligible to report this measure—none of whom advised on measure development—to rate face validity. We provided measure specifications and asked them to rate their agreement with the following statement: “The performance scores obtained from the measure as specified will provide an accurate reflection of quality and can be used to distinguish good and poor quality.” 

The rating scale offered five options: 1 = strongly disagree; 2 = disagree; 3 = neither agree nor disagree; 4 = agree; 5 = strongly agree.

2b2.3. What were the statistical results from validity testing? (e.g., correlation; t-test)

Critical data elements (Bonnie testing):

The expectations set for all 22 test cases were consistent with the actual values calculated by Bonnie (all cases “Pass”).  The combined test deck utilizes 100% of the measure’s logic statements and data elements.

Sytematic assessment of face validity:
1 – Strongly disagree – 0 votes
2 – Disagree – 3 votes
3 – Neither agree nor disagree – 0 votes
4 – Agree – 6 votes
5 – Strongly agree – 3 votes

2b2.4. What is your interpretation of the results in terms of demonstrating validity? (i.e., what do the results mean and what are the norms for the test conducted?)

Critical data elements (Bonnie testing):

The Bonnie test deck indicates that the measure logic accurately encodes the intent of the measure (see Appendix A for test deck details).

Sytematic assessment of face validity:

Nine of 12 experts (75 percent) agreed or strongly agreed that the measure accurately reflects quality. Experts who disagreed raised concerns related to patient compliance, documentation burden, and a preference that the measure specify one screening tool for adolescents, rather than several tools from which providers can choose.  
_________________________
2b3. EXCLUSIONS ANALYSIS
NA ☐ no exclusions — skip to section 2b4

2b3.1. Describe the method of testing exclusions and what it tests (describe the steps―do not just name a method; what was tested, e.g., whether exclusions affect overall performance scores; what statistical analysis was used)
 
We tested the frequency of exclusions using EHR data extracts from the two tesing sites.

2b3.2. What were the statistical results from testing exclusions? (include overall number and percentage of individuals excluded, frequency distribution of exclusions across measured entities, and impact on performance measure scores)

The rate of exclusions and exceptions was 12.1% for all patients reported by the two practices that participated in testing the measure. The vast majority of these were patients identified as having been previously diagnosed with depression.

2b3.3. What is your interpretation of the results in terms of demonstrating that exclusions are needed to prevent unfair distortion of performance results? (i.e., the value outweighs the burden of increased data collection and analysis.  Note: If patient preference is an exclusion, the measure must be specified so that the effect on the performance score is transparent, e.g., scores with and without exclusion)

The exclusion rate is consistent with research on lifetime prevalence for depression and justifies the use of the exclusions/exceptions to account for situations in which it is appropriate not to screen and follow-up with  patients for depression. Without these exclusions, measure performance could be skewed for EPs wth significant numbers of patients that were previously diagnosed with depression.
____________________________
[bookmark: section2b4]2b4. RISK ADJUSTMENT/STRATIFICATION FOR OUTCOME OR RESOURCE USE MEASURES
If not an intermediate or health outcome, or PRO-PM, or resource use measure, skip to section 2b5.

2b4.1. What method of controlling for differences in case mix is used?
☒ No risk adjustment or stratification
☐ Statistical risk model with Click here to enter number of factors risk factors
☐ Stratification by Click here to enter number of categories risk categories
☐ Other, Click here to enter description

2b4.1.1 If using a statistical risk model, provide detailed risk model specifications, including the risk model method, risk factors, coefficients, equations, codes with descriptors, and definitions. 

N/A
2b4.2. If an outcome or resource use component measure is not risk adjusted or stratified, provide rationale and analyses to demonstrate that controlling for differences in patient characteristics (case mix) is not needed to achieve fair comparisons across measured entities. 
N/A
2b4.3. Describe the conceptual/clinical and statistical methods and criteria used to select patient factors (clinical factors or sociodemographic factors) used in the statistical risk model or for stratification by risk (e.g., potential factors identified in the literature and/or expert panel; regression analysis; statistical significance of p<0.10; correlation of x or higher; patient factors should be present at the start of care)
N/A

2b4.4a. What were the statistical results of the analyses used to select risk factors?

N/A

2b4.4b. Describe the analyses and interpretation resulting in the decision to select SDS factors (e.g. prevalence of the factor across measured entities, empirical association with the outcome, contribution of unique variation in the outcome, assessment of between-unit effects and within-unit effects)

N/A

2b4.5. Describe the method of testing/analysis used to develop and validate the adequacy of the statistical model or stratification approach (describe the steps―do not just name a method; what statistical analysis was used)

Provide the statistical results from testing the approach to controlling for differences in patient characteristics (case mix) below.
If stratified, skip to 2b4.9

2b4.6. Statistical Risk Model Discrimination Statistics (e.g., c-statistic, R-squared):  

N/A

2b4.7. Statistical Risk Model Calibration Statistics (e.g., Hosmer-Lemeshow statistic):  

N/A

2b4.8. Statistical Risk Model Calibration – Risk decile plots or calibration curves:

N/A
[bookmark: question2b49]
2b4.9. Results of Risk Stratification Analysis:  
N/A

2b4.10. What is your interpretation of the results in terms of demonstrating adequacy of controlling for differences in patient characteristics (case mix)? (i.e., what do the results mean and what are the norms for the test conducted)
N/A
2b4.11. Optional Additional Testing for Risk Adjustment (not required, but would provide additional support of adequacy of risk model, e.g., testing of risk model in another data set; sensitivity analysis for missing data; other methods that were assessed)
N/A
_______________________
[bookmark: section2b5]2b5. IDENTIFICATION OF STATISTICALLY SIGNIFICANT & MEANINGFUL DIFFERENCES IN PERFORMANCE
2b5.1. Describe the method for determining if statistically significant and clinically/practically meaningful differences in performance measure scores among the measured entities can be identified (describe the steps―do not just name a method; what statistical analysis was used? Do not just repeat the information provided related to performance gap in 1b) 
 
We used EHR data from two practices to calculate measure performance scores and assess the distribution of performance using statistical measures of central tendency (mean and median), variation (standard deviation), and spread (interquartile range and rates by decile).

We calculated chi-squared statistics to test for significant differences between expected and observed performance scores for various populations based on patients’ race, ethnicity, sex, and age. Practices were not able to provide data on patients’ socioeconomic status and/or disability status. These results represent only those providers who participated in the testing of this measure may not be generalizable to the population of all eligible providers. 

2b5.2. What were the statistical results from testing the ability to identify statistically significant and/or clinically/practically meaningful differences in performance measure scores across measured entities? (e.g., number and percentage of entities with scores that were statistically significantly different from mean or some benchmark, different from expected; how was meaningful difference defined)

EHR data from all two practices (data from 1/1/2015 through 12/31/2015):
Distribution of provider scores:
· Number of Providers 57
· Number of patients  54,349
· Average Unweighted Score 70.7%
· Average Weighted Score 68.3%
· Standard deviation 20.2%
· Interquartile range 18.2%
· Minimum 0.0%
· 10th percentile 40.9%
· 20th percentile 61.5%
· 30th percentile 67.5%
· 40th percentile 70.0%
· Median 72.6%
· 60th percentile 77.0%
· 70th percentile 79.4%	
· 80th percentile 86.6%
· 90th percentile 93.8%
· Maximum 100.0%

Average performance score, by practice
	Practice
	Dates of data
	Number of providers
	Average weighted score
	Average unweighted score

	A
	1/1/2015-12/31/2015
	53
	68.2%
	70.7%

	B
	1/1/2015-12/31/2015
	4
	71.1%
	70.5%



Please note: The unweighted average measure is the aggregated score for entire population. The weighted average is the average provider-level score, which is weighted by the number of patients in the denominator of each provider’s score. All other statistics are based on weighted provider-level scores.

Proportion of denominator-qualifying patients receiving depression screening and appropriate follow-up by demographic category, 2015 EHR data:

Age Groups
12–17: 53.7%
18–64: 58.3%
65+: 91.4% 
(X2 = 5,252.569; df = 2; N = 47,782; p < 0.0001) 

Race
American Indian or Alaska Native: 46.2%
Asian: 52.9%
Black: 72.4% 
Native Hawaiian or other Pacific Islander: 51.4%
White: 69.4%
Multiracial: 72.2%
Unknown: 58.7%
(X2 = 270.069; df = 6; N = 47,782; p < 0.0001) 

Ethnicity
Hispanic or Latino: 59.6%
Not Hispanic or Latino: 68.4%
Unknown: 66.5% 
 (X2 = 15.823; df = 2; N = 47,782; p = 0.0004)

Sex
Female: 68.5% 
Male: 68.0%
(X2 = 1.362; df = 1; N = 47,768; p = 0.2431)
We excluded 14 patients whose sex was unknown


2b5.3. What is your interpretation of the results in terms of demonstrating the ability to identify statistically significant and/or clinically/practically meaningful differences in performance across measured entities? (i.e., what do the results mean in terms of statistical and meaningful differences?)

Reported performance rates indicate a wide degree of variation and nearly all EPs in the two participating practices have the potential to improve the rates of depression screening and follow-up. The differences in performance rates by age groups is statistically significant and large enough to suggest potential clinical significance in the population studied, at least when comparing older patients (65 years or older) to younger ones. Quality improvement efforts should attempt to address these disparities. The differences by race and ethnic groups are also statistically significant, but the magnitude of the observed disparities may not be clinically significant, especially since there are small numbers of patients in some racial and ethnic groups. Differences in rates between males and females are not statistically significant. We did not stratify the measure based on age, race, or ethnicity because: (1) many other process measures show similar racial disparities and (2) stratifying the measure would significantly complicate implementation, reporting, and interpretation.  The results of this analysis reflect a convenience sample of two practices and one of them is a pediatric practice, so it may not be representative of all EPs or group practices.
_______________________________________
2b6. COMPARABILITY OF PERFORMANCE SCORES WHEN MORE THAN ONE SET OF SPECIFICATIONS 
If only one set of specifications, this section can be skipped.

Note: This item is directed to measures that are risk-adjusted (with or without SDS factors) OR to measures with more than one set of specifications/instructions (e.g., one set of specifications for how to identify and compute the measure from medical record abstraction and a different set of specifications for claims or eMeasures). It does not apply to measures that use more than one source of data in one set of specifications/instructions (e.g., claims data to identify the denominator and medical record abstraction for the numerator). Comparability is not required when comparing performance scores with and without SDS factors in the risk adjustment model.  However, if comparability is not demonstrated for measures with more than one set of specifications/instructions, the different specifications (e.g., for medical records vs. claims) should be submitted as separate measures.

Claims, registry, and eCQM specifications are aligned across reporting methods. As directed by NQF, claims and registry testing data are submitted as NQF0418-3148.

2b6.1. Describe the method of testing conducted to compare performance scores for the same entities across the different data sources/specifications (describe the steps―do not just name a method; what statistical analysis was used)
 
Entities report the measure using a single data source. We did not compare performance rates between the claims/registry measure and the eCQM because the claims and registry version of the measure is submitted separately. However, we have designed the specifications for all the data sources to maximize alignment and consistency.

2b6.2. What were the statistical results from testing comparability of performance scores for the same entities when using different data sources/specifications? (e.g., correlation, rank order)

N/A

2b6.3. What is your interpretation of the results in terms of the differences in performance measure scores for the same entities across the different data sources/specifications? (i.e., what do the results mean and what are the norms for the test conducted)

N/A
_______________________________________
[bookmark: _GoBack]2b7. MISSING DATA ANALYSIS AND MINIMIZING BIAS 

2b7.1. Describe the method of testing conducted to identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias (describe the steps―do not just name a method; what statistical analysis was used)
 
The data we received from two practices was electronically extracted from each site’s EHR, and both reports displayed patient-level data including age, sex, race, ethnicity, screening results, follow-up interventions, and presence of exclusion or exception critieria. Practice A did not provide data for one type of follow-up intervention (suicide risk assessment) or for denominator exception variables (medical reason, patient refusal). Discussions with the practice suggest that suicide assessments were captured in the “additional evaluation” field. This, combined with the fact that exceptions are optional variables, suggests that the absence of those data should not bias the performance score. Practice B also did not provide data for exception variables, nor did it report any of the following follow-up interventions: referral, additional evaluation, and suicide risk assessment. Similar to Practice A, discussions with staff at Practice B suggest that follow-up interventions were documented in a the “follow-up” variable, so lack of data in other follow-up variables should not bias performance scores.

2b7.2. What is the overall frequency of missing data, the distribution of missing data across providers, and the results from testing related to missing data? (e.g., results of sensitivity analysis of the effect of various rules for missing data/nonresponse; if no empirical sensitivity analysis, identify the approaches for handling missing data that were considered and pros and cons of each)

We received a total of 54,349 patient records from the two practices which provided all 2015 patient encounters. As noted above, we did not receive data for all of the measure’s data elements, but do not believe this biased performance scores. Additionally 14 (<1%) of patients did not have a reported sex, 67 patients (<1%) did not have a reported provider. We dropped patients without a known provider from provider-level results, and did not include patients with a reported sex in the disparities analysis. Given the low frequency, dropping these data did not bias performance scores. We did include patients whose race and/or ethnicity were unknown in the analysis of disparities in order to observe whether performance among these patients was meaningfully different than for the rest of the population. Results among patients of unknown ethnicity were comparable to those of patient not Hispanic or Latino. 

2b7.3. What is your interpretation of the results in terms of demonstrating that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias? (i.e., what do the results mean in terms of supporting the selected approach for missing data and what are the norms for the test conducted; if no empirical analysis, provide rationale for the selected approach for missing data)

As noted above, data from missing follow-up variables were captured within other follow-up variables, so we do not believe these missing data bias performance scores. Missing denominator exception data may impact performance scores, but given that these variables are optional, we believe our testing results are an accurate reflection EP experience calculating and reporting the eCQM. Although some patients were missing data related to sex and provider, the low frequency of these missing data should not impact performance scores. Results among patients of unknown race, which made up nearly 10 percent of patients, were lower than average but higher than rates among Asian, American Indian or Alaska Native, and Native Hawaiian or other Pacific Islanders.
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